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ABSTRACT

This paper addresses the challenge of accountability that arises in relation to autonomous weapon systems (AWS), a challenge which focuses on the hypothesis that AWS will make it impossible to identify, hold liable, and punish those responsible for unlawful outcomes that result from their use. It is divided into five sections. Section I introduces AWS and the three dilemmas associated with them that are based on questions of international humanitarian law, the right to life, and accountability, and which collectively establish AWS as weapons of contention. After evaluating the evolution of accountability in international law and discussing its relevance in the context of AWS in section I, section II examines the concept of meaningful human control apropos AWS. Section III reviews the potential avenues of accountability attribution which may be available and section IV the feasibility of its assignment in case of commission of crimes impacted by the use of AWS. Based on this analysis, section V comments on whether the alleged AWS-specific accountability gap is real, and if so, whether it is possible to bridge the gap through extant laws or by proposing the development and introduction of a new framework. By demonstrating that accountability attribution is indeed quite complex in the case of AWS, this paper intends to situate the accountability debate in the midst of the extant possibilities offered by law to safeguard against any potential chasm and to guardedly dispose of the assumption that AWS would prove to be impossible to regulate.
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INTRODUCTION

Human history has time and again been witness to the agility of the iron-clad warrior sitting confidently atop a horse driving legions of armed subordinates into the battle field. However, as time went by, the protracted and calamitous chronicles of war operations habituated themselves to the gradually evolving nature of warfare, which began to include more and more mechanization along with elevated effectiveness attributable to heightened automation. Eventually, the horse warrior lost the battle of combat supremacy and was deftly overtaken by ranged weapons which were able to cause graver injury over greater distances than hand-to-hand confrontations. These projectile instruments of attack changed over time from antiquated javelins and bows and arrows to the
modern firearms that came into being after the invention of gunpowder. The advent of these ranged weapons made war at a distance a reality.  

For quite some time, the world has indeed been undergoing a weapons revolution wherein warfare is becoming more and more remote, if not in terms of its visibility on the battlefield, then definitely by way of its operational command. This continuum of technological development in weapons has provoked compelling social, political, ethical, and legal discussions. For a long time, the rhetoric on military technologies was predominantly focused on armed drones that are seen to operate regularly in the air spaces of Afghanistan, Pakistan, Yemen, and other countries with and, at times, without the host State’s consent. As investments in weapons technology grow, the advent of the next stage of unmanned warfare—autonomous weapon systems (AWS)—has become definite, unless global measures taken in the near future can put an embargo on their development or control it in the very least. AWS’ characteristic of self-determination in the critical functions of selecting and attacking targets combined with consistent machine learning is what differentiates them from armed drones. Additionally, the manifestation of unprecedented situations in conflict zones makes it possible for AWS to act in unforeseeable ways, thus making them weapons of extreme contention. 

While debates on defining AWS are amplifying, they have yet to be delineated through a universal definition. The bewilderment with this new weaponry has only increased due to the existence and expansion of a category of weapons, such as Israel’s Iron Dome Weapon System, which appears to have autonomous features but are still characterized as

---


semi-autonomous and generally not considered contentious with respect to the ongoing polemics on AWS. It may have something to do with the fact that the Iron Dome is used against incoming hostile projectiles and not against humans and that it is not an active provocateur in itself. For the purposes of this paper, weapons shall be categorized as AWS if they conform, in their critical functions, to the twin criteria of being autonomous and de-facto out-of-the-loop after they have been activated through human intervention even if humans remain on-the-loop in the bigger picture. For a weapon to be considered autonomous, the description of its task(s) also must be broad and approximate (and not exact) and it must be capable of using its artificial intelligence to determine independent courses of action that include a weapon’s critical functions after collecting and processing information from its operational environment. Further, even if the weapon system continues to have an overseer, in principle making it an on-the-loop system, to be deemed autonomous, its supervision must be restricted so much so that the quality of the supervision may not be considered persuasive in a narrow time frame. This is where the concept of meaningful human control (MHC), which is of utmost importance in debating assignment of liability for AWS actions and which will be discussed at length later in this paper, mediates the discussion. Thus, when speaking of accountability for this variety of weapons, the author is essentially referring to accountability for AWS actions while they are veritably in their out-of-the-loop momentum and before their passive operator can intervene to regulate their behavior.

---

5 The concepts of “out-of-the-loop” and “on-the-loop” are detailed later in the paper yet for limited reference here, the former includes weapon functions that a machine is able to determine, trigger, and repeat without active instruction from a human. On the other hand, “on-the-loop” systems help human operators retain the overall control of a weapon’s actions, such as by letting them have the final say in picking from a list of possible actions after the machine has surveyed the situation and suggested the most suitable action, etc. See infra Part II.
6 See id.
The debate on the desirability of AWS is doubtlessly gaining steam. However, all arguments for and against this category of weapons continue to be preemptive as it is understood that despite ongoing research efforts, no AWS are operational at the moment. The discussions on AWS include disparate positions comprising advocates convinced of their inevitability and cautiously supportive of their development; critics persuaded by the evil that such weapons are capable of manifesting and in favor of imposing a preemptive ban on their development; and a middle lobby that is treading the ground with skepticism and recommending interim measures such as a moratorium on such weapons' development.

The nature of AWS is such that it is unsettled if they would enduringly be able to comply with the laws of war or international humanitarian law (IHL). The consummation of the IHL principles of distinction, proportionality, and military necessity are traditionally a soldier’s responsibility to consider as she receives and examines information from the ground and establishes or alters her plan of action. Will AWS be able to tailor their responses apropos an extremely dynamic environment brimming with situations that have no precedents to conform to IHL? This is referred to as the IHL Argument, a response to which is hard to determine at this point. While it may seem like an unlikely prospect right now, with the pace of technological development that is bringing to reality much that was unlikely in the past, it seems injudicious to make a pronouncement of IHL compliance impossibility at this early stage. An addendum to this issue is AWS’ possible amenability to error. Like any machine, AWS—no matter how meticulously built—
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are likely to be influenced by hacking, errors of programme and hardware, etc. In addition, they also have the supplementary component of machine learning which also renders them unreliable to many minds.

The second solid argument against AWS lies in the right to life substratum, which also has its underpinnings in morality. Prominent human rights scholars like Christof Heyns question if handing over decisions of life and death to machines is a moral and possibly a legal transgression.\(^\text{12}\) The proponents of this branch of argument position the fact that AWS can take such heavyweight decisions while lacking the conscience or the emotion, cognition, and mental state unique to humans as the reason to push for their control or elimination.\(^\text{13}\)

The final argument, and the one that is most important for the purposes of this paper, is the question of accountability. Some scholars have highlighted the impossibility or futility of attempting to assign accountability under international law in cases of ‘crimes’ that are committed through the use of AWS as it is impractical to attribute liability to machines that cannot be punished.\(^\text{14}\) In contrast to the IHL and right to life arguments (both of which also require the assurance of accountability), it is perhaps the direct and encompassing issue of accountability in itself that—if resolved in favor of AWS—would make their opponents capitulate and accept their place in the tools of war. Or au contraire, if it is determined that accountability is indeed an insurmountable complication to traverse, this will be the final straw that would brand AWS as prohibited. In point of fact, it is the question of accountability that is the most legalistic of the three principal arguments and the only one that can be debated preemptively. Considering this, AWS’ receptiveness or aversion towards accountability will in all likelihood eventually tip the scale in favor of or against these weapons. Thus, even though there are extensive arguments for and against AWS this paper shall limit its analysis to the question of accountability.

Beginning with a brief discussion of the concept of meaningful human control (MHC) apropos AWS (section II), this paper delves into a

\(^\text{12}\) Id. at 30.


review of the potential avenues of accountability (section III), and the feasibility of its assignment in case of commission of crimes effected by the use of AWS (section IV). Based on the substance of these sections, this paper will conclude whether the proclaimed AWS-specific accountability gap is real, and if so, whether it is possible to bridge this gap through extant laws or by the development and introduction of a new legal framework (section V).

I. ACCOUNTABILITY IN INTERNATIONAL LAW

The notion of accountability has played a momentous role in the development of law. It is a fairly broad concept and one that is not limited to law. In effect, law shares the use of the term with other significant disciplines, including ethics, philosophy, and political theory. According to Melvin Dubnick, the concept first appeared in the Middle Ages during the regime of William I, the first Norman king of England whose reign began in 1066.\(^{15}\) During his rule, he necessitated that all property holders make a record of what they possessed and that the information contained in the property holders’ transcripts be registered by the king’s agents into survey-like public records that came to be known as the Doomsday Books.\(^{16}\) These records were used to determine the rights and revenues, including taxes, that were due to the king from his subjects.\(^{17}\) So in this sense, the word accountability really started as a derivation of ‘accounting’ and became the basis of bookkeeping that postulated the accountability of individuals to their king for all that they owned. In time, the order shifted to hold the elected or the ruling accountable to the laws of the land and to those who elected them or whom they ruled.\(^ {18}\)

The dominant sentiment that forms the foundation of modern accountability is that when administrative control moves from the key players (e.g., taxpayers) to a representative (e.g., government), the original central figures continue to exercise control over the actions of


\(^{17}\) Id.

the representative by bringing the latter to account and even enforcing penalties, if it should be so required, through the agency of accountability.¹⁹ Like its original specimen ‘accounting,’ accountability too is largely about power entrustment, subsequent performance evaluation, and imposition of corrective measures.²⁰ Thus, accountability includes the elements of both blameworthiness, which gives rise to liability, and enforcement, which gives rise to punishment and other corrective measures. As a concept, accountability is inclusive of responsibility and liability but is broader than either or even both collectively.

Codification of laws has placed special emphasis on including terms such as liability, accountability, and responsibility in legal codes so as to empower legal instruments enough to enable them to charge natural persons and legal entities like companies and governments for damages caused via certain events.²¹ Historically, there has been widespread attention dedicated to constituting robust institutions and mechanisms to sanction those held responsible for having perpetrated crimes (particularly the ones recognized as such under international law) and this interest in the assignment of liability and consequent punishment has not ebbed in recent times.²² While responsibility and liability are characteristic concepts used in law, the term accountability—though principally used interchangeably with responsibility—does not have a clear-cut legal definition despite its frequent supplication by international lawyers in international legal fora.²³ Generally though and in the same vein as portrayed by Ruth Grant and Robert Keohane in their paper on accountability,²⁴ the key characteristics of accountability include

---

²⁰ Id.
²⁴ Ruth W. Grant & Robert O. Keohane, Accountability and Abuses of Power in World Politics, 99 Am. Pol. Sci. Rev. 29, 29 (2005) (stating that the term accountability as used by the authors "implies that some actors have the right to hold other actors to a set of standards, to judge whether they have fulfilled their responsibilities in light of these standards, and to impose sanctions if they determine that these responsibilities have not been met").
extraneousness, social interplay, and a hierarchy of rights resulting from the higher moral ground of those whose rights have been wronged, making it possible for them to seek reparations publically.25

In international law, the expansive concept of accountability is ever-evolving and continues to expand beyond its traditional bracket of civil and criminal accountability.26 A factor contributing to this evolution is that institutions, including the state, are gaining importance and consequently power, thus necessitating a move against defining accountability narrowly.27 As a process of ascribing responsibility, accountability has both retrospective and prospective implications. While a primary aspect of it is to seek reparations, it is also forward-looking in that it has a definite effect on prospective behaviors; it either regulates or prevents them or in the very least, it provides precedents to the person undertaking certain actions on the reactions to expect. It can come in many forms, including legal accountability and political accountability. While this paper may refer to other forms of accountability in passing, its motivation is to discuss legal accountability over any other form. Thus, for the purposes of this paper, the word ‘accountability’ shall be used interchangeably with legal accountability, which can also come in many forms, including criminal and civil accountability as well as state responsibility.

Overall, the axiom of accountability commands that all individuals, institutions, and organizations as well as governments remain answerable to the respective communities within which they exist. Moreover, without the assurance of accountability, the right to life in particular and IHL generally could never be sustained. Both command not only an embargo on the arbitrary deprivation of life and imposition of hardship but also the guarantee of accountability should either such deprivation or imposition occur.

26 Id. at 5–6; STEVEN R. RATNER ET AL., ACCOUNTABILITY FOR HUMAN RIGHTS ATROCITIES IN INTERNATIONAL LAW: BEYOND THE NUREMBERG LEGACY 167–76 (3d ed. 2009).
A. THE CASE FOR AND AGAINST AUTONOMOUS WEAPON SYSTEMS

Concomitant with the realization that AWS are being developed has also been the raising of concerns from various quarters that fear a reality where the existence of humanity may be threatened by the prevalence of such systems.\(^28\) AWS present definite formative, functional, legal, and ethical challenges to warfare that nations have never had to confront before the idea of AWS came into being. And with this awareness, two antithetical points of view have emerged: one that is in favor of imposing a preemptive ban on AWS and the other that seeks to regulate their development and use in accordance with existing or new law as this lobby considers their eventual materialization inevitable. Several actors, including Human Rights Watch, which published a report condemning AWS as incompatible with IHL,\(^29\) have issued calls for an outright ban on their development and use. Even as AWS were receiving extensive critical analysis from diverse quarters, Human Rights Watch buttressed its original point by releasing another report a few years later recommending its earlier AWS prohibition position, but this time basing the suggestion in the accountability gap in civil law and criminal law that the use of fully autonomous systems is allegedly foreseen to generate.\(^30\)

Around the same time, the Future of Life Institute—a volunteer research and outreach organization that considers new technologies and challenges “[t]o catalyze and support research and initiatives for safeguarding life and developing optimistic visions of the future”\(^31\)—issued an open letter calling for a ban on AWS.\(^32\) The letter has the support of many artificial intelligence researchers and has also been endorsed by many prominent global figures, including Stephen Hawking and Noam Chomsky.\(^33\)


\(^{33}\) Id.
On the other end of the spectrum are voices that deem calls for a preemptive ban on AWS premature. Critics of the calls for ban include the likes of Charles Dunlap whose commentary focuses on the likelihood of bans on all kinds of new weaponry and not just AWS. He states that “[p]art of the problem lies with the fact that international law may condemn a particular weapon based on a technological ‘snapshot in time’ and cannot accommodate later advancements that may undermine the original scientific premise of reducing casualties.”

He provides the example of chemical weapons to illustrate how preemptive bans may deprive humanity of exploring the option of developing weapons that have the potential to reduce deaths and suffering substantially. Similarly, Jonathan Alexander argues that due to the misplaced perception that war is about killing one’s enemy and not solely about dictating one’s will on the enemy, a process which may or may not include death and suffering, nations prematurely try to put a stop to the development of creative solutions to lethal weapons. Such scholars blame sentimentalism as the dominant feeling against rationality and technological knowledge that determines attitudes towards new weaponry and the potential for related legislative drafting. If this anthropological illustration of the bias towards innovative weaponry were to be considered, it may perhaps become easier to understand the animosity towards drones.

Internationally, while consultations on AWS have soared, as of now, there does not seem to be a resolute global position for or against them. The 2016 Experts Meeting on Lethal Autonomous Weapons convened under the aegis of the Convention on Certain Conventional Weapons (CCW) witnessed discussions on the four key issues of definitions, human control, accountability, and weapons review, and recommended their further exploration. Further, the primary outcome of

35 Id.
the Fifth Review Conference of the High Contracting Parties to CCW that took place in December 2016 was a decision to set up a Group of Governmental Experts to lead discussions on lethal autonomous weapon systems apropos the provisions contained in the CCW. From these developments, it can be pronounced that even with all the deliberations and newsprint being dedicated to AWS, the world is still at a preliminary stage of establishing a firm position on them.

B. THE ACCOUNTABILITY ARGUMENT SPECIFIC TO AUTONOMOUS WEAPON SYSTEMS

Accountability is both a component and a necessity of the interplay between law and morality, and morality—as the foundation on which law stands—demands that for all wrongs committed, it be possible to hold someone liable. At the moment, machines are not considered the subjects of law, and it is an understandable concern of legal scholars and others that the use of AWS in armed conflicts may create an accountability gap giving rise to a culture of impunity in combat and ultimately lead to a drastic dehumanization of war-time conduct. It is true that even before discussions specific to AWS became prevalent, a switch from humans to machines, triggering action on the battle field in their semi-autonomous versions, had caught global attention. However, in case of remote-controlled weapons, there is no debate on assignment of accountability as it is forthright enough that, even if the machine may be the ultimate medium of a crime, it is a human or a group of humans that is controlling the machine’s actions and that those individual(s) remain responsible for all violations perpetrated by it. However, AWS with their artificial intelligence and technically out-of-the-loop design present many new issues of contention. How would the element of mens rea be conclusively proven to establish the accountability of a human? Another question is whether AWS have a chance of being considered the legal or moral agents of those who develop and/or employ them thus making it viable to backtrack the chain of probable offenders and determine the human or state (depending on the avenue of accountability being

pursued) most responsible for the actions of the machine. There is indeed no doubt that the accountability argument is a complicated one.

What helps this paper’s analysis of this argument though is that it is one that can be discussed in the present and does not have the temporal constraints of the other two—IHL and Right to Life—arguments that come up most in the accusations against AWS. Accountability as a notion is not frustrated by our lack of a concrete idea of what AWS will eventually become and it will remain steadfast no matter what form these weapons will take eventually. Thus, unlike with the other two arguments, we can discuss accountability comprehensively even at this budding stage. Second, accountability is a well-established pillar of law with extensive commentary making it notably open to scrutiny.

II. MEANINGFUL HUMAN CONTROL, ACCOUNTABILITY, AND AUTONOMOUS WEAPON SYSTEMS

All weapons in the history of mankind have been known to be directed by humans and used as instruments of war and not a force unto themselves. That was the case until now, when we are at the verge of entering a world of machines that are equipped with sensory devices to perceive their environments and take decisions, in principle, without continual human involvement. With the growing consciousness about the possibility of AWS deployment to fight wars comes the realization that humans are in the process of inventing super weapons that would make them abdicate exhaustive control over use-of-force decisions and instruments. Essentially with the advent of AWS in combat zones, humans would have outsourced determinations of life and death to machines that would learn while engaged in hot spots and act in unforeseeable ways.

It is at this point that the introduction of the concepts of “in-the-loop,” “on-the-loop,” and “out-of-the-loop” technology with respect to AWS is necessary. This categorization has its basis in the degree of involvement of the human operator(s) of a weapon during the time the weapon remains functional. In-the-loop weapons are those that are
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operated by humans. With such weapons, the element of human control is maximal, and there is a direct line of delegation. Most of the traditional weaponry including guns and swords are categorized as such. Further, on-the-loop weapons operate under the watchful eye of a human operator and require authorization from their controller to take action. At the other extreme end of the continuum are out-of-the-loop weapons, which by definition are self-governing automatons that need no human mediation to perform all their functions in any environment in which they are released. Our understanding of such machines makes them seem most undesirable, and much commentary on AWS perceives them to conform to the characteristics of out-of-the-loop systems. The rationale for their criticism rests largely on this perceived description.\textsuperscript{41} There is not sufficient understanding of how AWS, if their development sustains, would turn out to be, yet it is essential that we establish the possibility or unlikelihood of MHC in their structures at this early stage to rule out their illegality or to condemn them as unlawful weapons.

The concept of MHC or “appropriate human judgement”\textsuperscript{42} is a product of many regulation-associated sentiments related to AWS. Heather Roff, a senior researcher at the University of Oxford’s Department of Politics and International Relations, argues that the policy and legal implications of MHC and appropriate human judgement are the same.\textsuperscript{43} This paper, for the sake of symmetry shall use MHC throughout its text and proceed on the premise that all similar terms incorporate the necessary elements of human control into their particulars. This component of human oversight is what saves a weapon from being indiscriminate and as a consequence protects it from being prohibited like other weapons that lack this element. The bans on biological and

\textsuperscript{41} FUTURE OF LIFE INST., \textit{supra} note 32.

\textsuperscript{42} During the review conferences of the CCW, some states including the Netherlands and Poland advocated for the human control standard to be named MHC while others like the United States professed their preference for the appellation “appropriate human judgement.” Still others like the United Kingdom were encouraging of the inclusion of human control without being too rigid about its frame of reference. For more information on state-proposed nomenclature, see 2016 Meeting of Experts on Laws of UNITED NATIONS, http://www.unog.ch/80256EE600585943/(httpPages)/37D51189AC4FB6E1C1257F4D004CAF B2 (last visited Mar. 18, 2018).

chemical weapons are relevant cases in point here.\textsuperscript{44} MHC is also the only element related to AWS that has the benefit of state concurrence. While some states have affirmed their approval of the principle, others have questioned the legality of the weapons that may be devoid of it.\textsuperscript{45}

Article 36—a non-profit organization working on the “prevention of the unintended, unnecessary or unacceptable harm caused by certain weapons”—coined the term MHC,\textsuperscript{46} which has since been used extensively in discussions on AWS. The term has been literally interpreted to mean “control over the selection and engagement of targets, that is, the ‘critical functions’ of a weapon.” Identifying MHC as the missing element that makes certain categories of weapons with obvious military advantages objectionable is the first step towards recognizing the need for greater human control on arms. Currently, the concept of MHC is being heralded as a feasible fix to the wide-ranging objections to AWS. However, even though the term is being used often in debates on AWS, it does not yet have a place in international law thus making its description non-standard and not one having legal authority.\textsuperscript{48}

While one state may refer to MHC as an operator’s approval of each action to be taken by a weapon (essentially meaning that at best a weapon system may be a semi-autonomous one), to another it may only require the operator’s power to refuse permission for particular courses of action while letting the weapon run on a largely autonomous mode otherwise.\textsuperscript{49} There may be others still that consider the programming of a weapon system as sufficient MHC.\textsuperscript{50} However, even this lack of general agreement over substance and semantics has not dulled the enthusiasm over MHC. And rightly so. The lack of understanding of MHC is inviting wide debate, and this is for the best considering that we do not quite grasp the mechanizations of AWS themselves as of now and that it

\textsuperscript{49} Crootof, supra note 14, at 54.
\textsuperscript{50} Id.
would be premature to get locked into definitions while still not being familiar with the programming that a safeguard is supposed to intervene in. Thus, for now, as technology develops, flexibility on understanding MHC seems to be the better standpoint and so is giving time to law to seek adaptive solutions.51

It is important to note here the substantial effect that the introduction of MHC is likely to have on the accountability gap purportedly created by the use of AWS, a gap which scholars and scientists have been skeptical of. It is very probable that the protection of MHC would help close this gap in many minds as it would aid in the attribution of liability to the person(s) who exercised MHC in the deployment of AWS and thereby ensure that accountability remains possible. I do believe that even at this early stage, it remains viable to associate MHC with AWS and perceive them as weapons that have to be under at least the passive scrutiny of humans. MHC is indeed the benchmark that would make all the difference to AWS being recognized as mechanized leviathans or as systems that have to be programmed as on-the-loop weapons that are susceptible to limited yet certain human control.

It is entirely possible that the future cementing of MHC’s definition may necessitate an AWS ban if it is discovered that this category of weapons cannot uphold the elements of MHC. Nevertheless, it is unlikely that the evolution of the concept would lead to an embargo on AWS. With the differing voices on AWS, MHC appears to be the redeeming feature of this category of weapons and not prima facie the element that will lead to their ban. Upholding MHC in AWS would also assist in precluding many associated objections and not just those based in the accountability question. Some legal scholars are of the view that maintaining MHC is also a moral requirement which would help ensure that use of force decisions in the context of AWS are taken with the care and diligence those decisions necessitate.52

---


MHC, which may until now have been assumed to be implicit in the laws of war through the principles of distinction, proportionality, and military necessity, is emerging as the safeguard that needs a strengthened foothold in international law to regulate this new genre of weapons. It is conceivable that, considering the wide attention this yet quite abstract idea is receiving, MHC may be the fourth contender for the principles of IHL governing the use of force that is expected to make more forceful the prevailing rules of international law on weapons targeting and become the ultimate authority on the maintenance of accountability. Another reason MHC is being touted as the panacea that would close the alleged accountability gap is that with the introduction of a formal, concrete, and consensus-based MHC, the notion of AWS in a form that allows for broader on-the-loop supervision will become acceptable. It is true that some of the decisions made by these systems will require instantaneous determinations quite beyond the capacity of the human brain. Nevertheless, even this variety of limited human supervision and intervention is likely to keep the systems in check and ensure that even if not all their undesirable outcomes can be avoided, most can. Thus, if MHC can find a place within the broad spectrum of international law, the use of AWS may not be associated with an accountability gap.

III. AUTONOMOUS WEAPON SYSTEMS AND THE CHALLENGE OF ACCOUNTABILITY

The course of the current debate on AWS centers on the perceived accountability gap they create. The fact that AWS as mere machines may become tools with moral obligations is deeply problematic, and unless we can be assured that legal accountability of humans remains a possibility in the deployment of AWS and also come to terms with how any liability arising due to their use will be vicarious in nature, their use shall remain contentious and undesirable. Above everything else, without the potential of generating diffused accountability in humans, AWS will be classified as illegal weapons in themselves since without the possibility of generating liability for their

unlawful use or consequences, they will be deemed immune to regulation.54

As stated earlier, accountability necessitates that all actors be held to account to pre-established standards of behavior, and should they not conform to those standards, they be held liable for all related offenses of oversight and commission and sanctions be imposed upon them. Mary Cummings in her essay on automation and accountability states that “[i]f computer systems diminish a user’s sense of moral agency and responsibility, an erosion of responsibility could result.”55 Along similar lines as most critics of AWS, she argues that “human computer interfaces” whose actions could cause harm to individuals create “a moral buffer, a form of psychological distancing” which enables people to “ethically distance themselves from their actions.”56 While this holds true in the case of drones as well, the distancing becomes even more pronounced and thus significantly more controversial in the case of AWS. This paper does not dispute the notion that increasing machine autonomy usually goes hand-in-hand with abdication of or at least a steady waning in the assignment and acceptance of human liability and thereby accountability. In fact, unless it is possible to define the ownership of AWS accountability, their use may be incentivized and lead to blameless episodes of senseless brutality and bloodshed. With this underlying supposition, it becomes all the more important to prove beyond doubt that in the case of AWS, the possibility of assigning accountability is genuine—or alternatively fictional—before their development and use are given a green signal along with directions for regulation.

If the possibility of accountability can be established, it will also feed into the critical care or due diligence that is necessary for bringing AWS to life, for the fear of accountability is bound to be the crucial factor that spurs individuals to employ extra care and vigilance in their roles. While this presumption of accountability being a motivation for extra care is certainly true for the human race’s social roles, does the same expectation also exist in the case of increased automation in machines? A study on the automation bias, which Linda Skitka defines

56 Id.
as “a specific class of errors people tend to make in highly automated
decision making contexts when many decisions are handled by
automated aids (e.g. computer) and the human actor is largely present to
monitor ongoing tasks,”57 confirms that it indeed does.58 The study shows
that an increase in social accountability led to infrequent occurrences of
the automation bias through a more stringent curbing of errors of
omission and commission.59 Further, the number of people involved in
performing a particular task has a definite bearing on the possibility of
assignment of liability. The more people in a group that are working
towards a common goal, the more are the chances of accountability being
diffused or not being taken as a relatively serious enough factor in
decision-making processes. Cummins refers to this phenomenon as
social loafing.60 Thus, in order to ensure that individual accountability
remains part of the picture, it is important to deliberately eliminate all
unnecessary or non-mandatory links in the human chain involved in the
decision-making processes of constructing and employing AWS.

A. POTENTIAL AVENUES OF ACCOUNTABILITY DETERMINATION:
INDIVIDUALS

Since holding AWS themselves accountable due to their non-
feeling, unconscious attributes is out of the question, any associated
liability has to devolve on humans or states. It is the element of artificial
learning in AWS that makes this difficult attribution even more complex.
While in the case of any other weapon that acts in an unpredictable
manner, the outcome can possibly be deemed the result of a mechanical
error without accountability becoming a bone of contention, this
approach cannot be assumed for AWS that are programmed with
artificial intelligence which assures their users of unforeseeable
outcomes. The fact that individuals deploying such systems cannot at all
times remain cognizant of the outcomes professedly takes away from the
establishment of a causal link between the individuals’ actions and the
consequent outcomes since their control over the actions of the system
progressively diminishes as it begins to survey its surroundings and take

57 Linda Skitka, Automation Bias, UNIV. OF ILL. AT CHI., https://lskitka.people.uic.edu/styled-
7/styled-14/index.html (last visited Apr. 29, 2018).
58 Linda J. Skitka et al., Accountability and Automation Bias, 52 INT’L J. HUM.-COMPUTER STUD.
701, 701 (2000).
59 Id.
60 Cummings, supra note 55, at 26.
independent decisions relying completely on its governing algorithms with no active human input or command. However, causality is but one of the conditions of establishing accountability, others including *mens rea* and negligence, which would be relatively easier to prove in the case of AWS.

Since there is an assortment of individuals who are involved in the development and employment of AWS, such as weapon designers, programmers, and military commanders, accountability may be distinctly possible. However, critics of AWS have highlighted the failings of these personal liability approaches towards accountability. Among the forms of individual responsibility that may be considered, command responsibility rests on the presumption of the negligence of the commander(s) who authorized the deployment of an autonomous weapon that commits an illegal act. Along with this approach to liability, command responsibility may even be sought on the grounds of strict liability, which allows liability attribution even without the grounds of intent or negligence being established so long as it can be proven that the defendant knew or should have known of the nature of the outcome(s) of her actions, though that path may be precarious considering that it would be rare for just one military officer to be involved in the stationing of an autonomous weapon on the ground. On the contrary, it is likely that numerous officers will be interested participants in the deployment of a weapon and thus it would be complicated to determine how far down in the chain of command one must go to ascribe liability and impute accountability. Overall, individual criminal responsibility demands the presence of *mens rea* or negligence before criminal liability can be ascribed to an individual. This paper shall in its fourth section elaborate further on the attribution of individual criminal responsibility for the unlawful consequences of AWS actions.

**B. CORPORATIONS**

Next, though not as extensively discussed in this regard, the liability of corporations that are involved in manufacturing AWS or their programmes has also gained some attention. In the usual scheme of things, as long as a certain type of weapon is considered lawful and its production is ordered by a legitimate entity, corporate responsibility does not pose any contentious issues. Particularly when the manufacturing
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corporation meets the legal conditions that the acquiring agency—as long as it is a legitimate entity authorized to acquire such weapons—specified at the time of placing the order, the manufacturing corporation is practically absolved from any liability it may otherwise have had to bear.62 Additionally, at least one court in the United States has held that the manufacturers of a weapon do not have any duty of care towards enemy combatants or persons associated with enemy forces and the consequences of the use of weapons during wartime confrontations cannot give rise to any manufacturer liability in tort for faulty products.63 Thus as a general rule, corporations are not subject to liability in the legitimate use of weapons. However, corporations do not remain unaffected by criminal accountability under international law. There has been a spate of cases through which transnational corporations have been challenged and sued for human rights abuses.64 In fact there are many treaties such as the European Convention on the Prevention of Terrorism (2005)65 and the United Nations Convention against Transnational Organized Crime (2000)66 that recognize the criminal, civil, and administrative liability of all legal persons, including entities such as corporations. However, the criminal responsibility of corporations is not a universally accepted concept. Many states have imposed limitations on the criminal responsibility of corporations marking this liability route as better served when it is pursued over individuals.67 Neither is corporate civil liability an arena often resorted to in discussions on accountability of AWS, since traditional product liability—wherein the manufacturer of a product is held liable for its shortcomings—is based on the assumption of a product whose conduct and consequences of use are foreseeable. This predictability is missing in AWS as they are given to artificial learning on-the-go and thus the legal standards usually associated with product liability are not present in their case. It may be easier to attach

63 Koohi v. United States, 976 F.2d 1328, 1336–37 (9th Cir. 1992).
67 E.g., German law does not make provision for imposition of criminal liability on corporations. France too follows a relatively restrictive system of corporate criminal liability.
corporate responsibility when the lines of AWS defects in terms of construction (as against outcomes) are clearly attributable to their manufacturers, such as when there is an obvious fault in the design of a system that renders it vulnerable to malfunctioning making it illegal fundamentally; or when a corporation commissions the sale of AWS to entities even when it is illegal to supply such weapons to those parties and when such conduct is against the international obligations of the state in which the aforesaid corporation is based. At any rate, imposition of corporate accountability with regard to AWS is a challenging hypothesis that merits further discussion in the forthcoming parts of this paper.

C. STATES

Finally, the prospect of state responsibility is also one worth considering even though when one comes to think of its feasibility, surrounded by the only two possibilities of pursuing it either at the International Court of Justice (ICJ) or in a domestic court, one begins to question if it is indeed a practical option. State responsibility is best defined by Articles 1 and 2 of the International Law Commission’s Draft Articles on the Responsibility of States for Internationally Wrongful Acts (2001). Article 2 of the Draft Articles defines an “internationally wrongful act of a state” as including an act or omission that can be assigned to the state under the aegis of international law and which by itself comprises a violation of an “international legal obligation” of the state. It is pertinent to note here the content of Article 1 of the Draft Articles, which states “[e]very internationally wrongful act of a State entails the international responsibility of that State.” This basis of state responsibility in these Draft Articles, which is not conditional on the verification of any other prerequisites, is straightforward enough. Granted that a state cannot conduct acts of its
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68 Since “state responsibility” is an established term in the law, the text of this paper shall use ‘state responsibility’ to refer to “state accountability.”

69 Hammond, supra note 53, at 677, 681.
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own from the viewpoint of innate causality and must have an agent or a group of agents whose actions can be ascribed to it and that those actions have to be further characterized as ‘internationally wrongful acts,’ the use of the theory of attribution in determining state responsibility is fundamental. Each state is bound by its obligation to uphold IHL, and the conduct and determinations of a state’s nationals are compulsorily attached to a state’s IHL obligations. This premise is apt for the justification of pursuing state responsibility in cases of legal violations that may result from the use of AWS. Thus, even if we were to seek other sources of accountability such as commander responsibility, it may still be possible to pursue the course of a state’s simultaneous liability. Even if an individual is found guilty of the crimes committed by AWS, the state nonetheless remains inextricably attached to its obligation to sustain IHL.

The pursuit of state responsibility has a limited number of outlets. The punitive aspect of liability is fundamentally absent from this structure, and other than through alternative negotiation-based diplomatic courses, it is largely by making the state responsible for reparations that state responsibility may be pursued. It is interesting to note that this spotlight on reparations in international law is relatively recent. For a very long time, the veil of state sovereignty reigned supreme and could not be pierced. The rights of individuals against states was not a welcome concept, and states remained unwilling to provide any space for the idea of victims’ rights to establish itself. All the same, the brutality of the acts witnessed during the Second World War was such that unprecedented remedies were sought to redress the grave violations that had been committed. The Nuremberg and Tokyo Trials that were the outcomes of this period of history were the first instances when the privilege of the state to remain immune was dismissed in favor of something far greater—remedying human rights violations. From its roots in the period after the Second World War, the concept of state responsibility has not just evolved but also gained greater authority by being recognized in various international human rights treaties and
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conventions, including the Universal Declaration of Human Rights (1948) and the International Covenant on Civil and Political Rights (1966).

Another contentious form of state responsibility may be sought via the means of establishing tort liability. Tort recovery against individuals and governments has been steadily gaining stage particularly after the Second World War. For example, victims of Japanese human rights violations and abuses approached Japanese courts to seek redress.77 Pursuing tort liability makes it possible for victims of international crimes to seek compensation for damages caused, a prospect unavailable to them under international criminal law. In the case of human rights violations that can be attributed to the use of AWS, a state’s non-contractual, tortious liability to individuals is another avenue to pursue, though traditionally tort law has been the prerogative of domestic law. Tortious liability of the state also has its basis in Article 35 of the Draft Articles through which it is derivable that the absence of illegality in an action does not preclude a state from having to compensate any victims for the illegal repercussions of an action which may be lawful in itself.78 This is particularly relevant for the purpose of this dissertation since regardless of the legality or illegality of the deployment of AWS, it remains possible to hold states responsible to compensate victims for the unlawful injuries caused due to their use.

This calls for ironing out the accountability question before any further technological or non-technological progress is made with respect to AWS so as to make the above forms of accountability attribution actually realizable as avenues of AWS regulation. This paper will include more extensive commentary on the potentiality of an accountability regime for AWS in the next section.

IV. THE CHALLENGE OF HOLDING AUTONOMOUS WEAPON SYSTEMS ACCOUNTABLE: IS THE PURPORTED ACCOUNTABILITY GAP ABSOLUTE AND INSURMOUNTABLE?

Accountability debates in the context of weapons involving new technology are not new. The advent of remote-controlled and semi-

77 Kenneth Bullock, United States Tort Liability for War Crimes Abroad: An Assessment and Recommendation, 58 LAW & CONTEMP. PROBS. 139, 139 (1995).
78 Draft Articles, supra note 70, at 96.
autonomous systems had already spurred discussions on accountability; the only difference then was the relative ease with which liability could be attributed to humans. Ultimately it was a question of fact to determine who set off or remotely triggered an armament or who gave the command to issue a semi-autonomous weapon in a territory. In the case of AWS, while the substance of associated dialogue is largely the same, the answers sought by experts are overtly complex. This category of weapons—distinguished by an in-principle elimination of continued human control over the weapons’ actions—calls our attention to the unlikeliness of the possibility to hold any human at least literally responsible for the consequences of the use of such weapons. As considered in the previous sections, even as continuous direct human control will continue to evade AWS, which in a sense is their unique strength as well as disadvantage depending on the side from which one is considering them, MHC remains a distinct possibility as long as the concept can be established solidly in the realm of international law. If it can be so conceded, MHC can be the contemporary standard with the help of which AWS will find a place in international law. Or not.

In this paper, we have already summarily touched upon the potential accountability avenues that may be available to prosecute crimes perpetrated by AWS. In the following pages, we will analyze if any of the possible options serves the purpose by ensuring accountability and closing the purported gap, keeping in mind that there is general consensus over the futility of holding AWS themselves accountable for their actions, a course of action that would indeed defeat the motivation of criminal law in toto.\(^{79}\) That said, in some jurisdictions, there have been developments relating to furnishing legal personality on non-humans, such as lands and rivers,\(^{80}\) and there indeed is a relationship between assignment of legal personality and accountability attribution (a discussion that is beyond the scope of this paper).
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\(^{79}\) See, e.g., Crootof, supra note 14, at 53; Walsh, supra note 14, at 1.

A. INDIVIDUAL CRIMINAL ACCOUNTABILITY

1. Programmer or Designer

The determinations made by AWS in conflict zones would depend on their in-built artificial intelligence. When AWS violate IHL, their actions cannot be considered technical failures which they could be in the case of another computerized system, and thus the liability for their errors is not as easy to direct to their programmers or developers as it would be otherwise. Launching such systems in dynamic environments that change very rapidly will involve decisions of a kind that would be impossible for a programmer to foresee and make provision for. However, it is not only the machine learning aspect of AWS that is problematic here. It is also the fact that AWS are bound to have extremely intricate programmes that would involve teams of people and not just one person developing them, and as stated previously, the more people involved the more likely are the chances of it being even more difficult to pin accountability. Punishing an individual for an unintended action vicariously in the context of AWS is problematic. For instance, the *Pinkerton* decision\(^81\) in the United States established the reasonable foreseeability requirement as a due process prerequisite for establishing vicarious criminal liability, and the use of AWS is expected to lead to unforeseeable outcomes. Therefore the assignment of vicarious liability apropos use of AWS goes against a due process canon of criminal law in at least one prominent jurisdiction. Another legal argument against holding programmers liable for AWS actions is that criminal law, including international criminal law,\(^82\) requires the presence of the mental element if guilt is to be established. However by making intent (*dolus directus*) a prerequisite, the law of the International Criminal Court (ICC) does not recognize the potential of *dolus indirectus*\(^83\) and *dolus eventualis*\(^84\) in assuring justice.

\(^83\) *Dolus indirectus* recognizes the ancillary consequences that result from an action, which are additional to the dominant ones and which had not been the motivation of the executor of an action. See Jens D. Ohlin, *Targeting and the Concept of Intent*, 35 Mich. J. Int’l L. 79, 104 (2013).
\(^84\) *Dolus eventualis* is such intent through which an individual is conscious of the likelihood of other illegal ramifications emanating from her actions yet she goes ahead with carrying out her principal actions.
In many common law countries, *dolus eventualis* is not recognized as negligence but instead as recklessness,\(^{85}\) yet the distinction between the two is not so manifest in criminal law outcomes. However, such wrongdoing is not within the mandate of the ICC to try as its jurisdiction is confined to only “the most serious crimes of international concern to the international community as a whole.”\(^{86}\) While the ICC concerns itself only with crimes that require maximal *dolus*, it is not incautious to presume that if there is consensus on the issue, the international community may devise other fora whose jurisdiction—while not in conflict with the ICC’s—does cover crimes that result from *dolus eventualis* and considers them as international war crimes that necessitate assignment of liability.

In the use of AWS, if a crime can be proven to be the result of *dolus directus*, there is little discomfiture over accountability. However, it is understandable that most undesirable consequences emanating from AWS will not be the outcomes of *dolus directus*. Instead they will result from a comparatively diluted degree of *dolus*. Nonetheless, it will still be possible to characterize all outcomes as the results of *dolus eventualis* which is enough to justify criminal prosecutions in many domestic criminal systems. Internationally too, it may be possible to hold programmers and other individuals accountable for the crimes perpetrated by AWS as long as the damage they cause cannot be defined as collateral and it remains excessive categorically. But above all, there would have to be a good degree of agreement on *dolus eventualis* being a form of acceptable intent. Further, to deal with the problematic issue of a large group of individuals being involved in developing the algorithms for AWS, an antecedent step to determining accountability will involve establishing the link of causality by extracting out of a group of programmers the one(s) directly and/or most responsible for the programming that led to the machines’ rogue actions in the field.
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\(^{85}\) See Ohlin, supra note 83, at 88–89.

\(^{86}\) Rome Statute, *supra* note 82, art. 30.
practical or direct assistance in the perpetration of the crime.\(^{87}\) A commander’s liability in the context of AWS includes operator liability. While the superior’s duty is not so much active, it is a kind of liability that arises from violating the duty to prevent the illegal actions of a party, actions over which the superior exercises professional control.\(^{88}\) While in the case of use of AWS, command responsibility does evoke a sense of usefulness, several conditions must be fulfilled before it can be successfully applied and the accountability of a military commander recognized. Considering that the commander is not personally culpable under criminal law, the degree of her liability is also of a diluted form. The first step to establishing superior responsibility is to confirm that a commander’s subordinates are criminally responsible for their actions that are the outcomes of the commander’s orders or her active or passive agreement. The commander’s knowledge of the commission of a crime and her competence and influence to thwart it and punish her subordinates are essential to prove command responsibility.\(^{89}\) Further, the dolus requirements as defined in the case of AWS programmers also have to be met if command responsibility is to be established. The challenges associated with proving this form of accountability—as long as it is accomplice liability we are looking at—are relatively more arduous than those valid for confirming individual responsibility in criminal law.

The second form of command responsibility may be proven if it sufficiently meets the “should have known” yardstick. Commanders can be held responsible for those violations of international law which they would be reasonably expected to have known about even if they had no role to play in favorably instigating or overlooking violations committed by AWS.\(^{90}\) The United States Supreme Court recognized this standard in its *Yamashita* decision, which involved the Second World War trial of General Yamashita of Japan.\(^{91}\) The Court decided that the perpetration of atrocities on Filipinos by the Japanese armed forces was so extensive that


\(^{88}\) *Id.* at 15.


\(^{91}\) *See In re Yamashita*, 327 U.S. 1, 15–16 (1986).
General Yamashita, as the commanding officer of the Japanese forces, should have known about them and even if he did not, that he remained responsible for them. This is a widely contentious decision. However, the fact that this standard has been applied to validate command responsibility shows that, even though formidable to prove, this avenue remains available in the context of crimes committed at the hand of AWS.

Geoffrey Corn also makes another distinct point on command responsibility by elucidating how it could be shifted to the procurement officials who bring AWS into a government’s inventory. This shift would ensure that “decision-making officials and not technicians or legal advisers” and the ones who endorse the developing technological know-how of AWS are the individuals who are held accountable should any unlawful outcomes result. This shift in accountability, according to Corn, will ensure the highest levels of confidence in a product before it is released to the customer and particularly establish that a weapon is international law-compliant before it is absorbed into a national defense system. While I concur with his proposition to introduce this additional layer of accountability of procurement agents to make AWS-related scrutiny more thorough by covering individuals who should be among those most invested in following the dictates of law, I do not think that his recommendation necessarily warrants a shift. A system that pursues multiple levels of even one kind of accountability—in this case command responsibility—has the potential to be a more authoritative and dependable system that goes after accountability at multiple levels of human involvement and thus helps in the narrowing of any purported accountability gap.

B. CORPORATE ACCOUNTABILITY

In present-day discussions on accountability in the context of AWS, corporate liability is often called manufacturers’ liability. In some jurisdictions, it is possible for claimants to file product liability cases in civil fora for injuries caused by the products manufactured or
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supplied by corporations. These injuries may result from the design of an article and/or blueprint or production-related defects and involve various forms of negligence, including manufacturer shortcomings in providing the necessary use and care guidance with a product. Formally instating corporate accountability in the context of AWS has its obvious advantages, the least of them being the installation of an additional layer of inspection and care to ensure the manufacturing of high quality, international law-compliant weapons. It is important to note here that corporations cannot be held to account over failures of individuals and states to use AWS in ways that conform to the extant dictates of law as long as the design and production of the weapons are lawful. Further, if a manufacturer informed the buyer of a product about the possibility as well as nature of impairments that may occur while the product is being used, it becomes difficult, perhaps even impossible, to establish negligence and avail the ground of product liability to file a suit based on manufacturer responsibility. Although civil cases in this class of accountability would be difficult to maintain also since the victims are more or less defenseless in the face of the resources and power of big corporations, their possibility cannot be negated.

The criminal prosecution of corporations is wrought with even more challenges. Most of the international criminal law institutions, including the ICC, have their jurisdiction applicable only to natural persons. International law is known to be rather hesitant in asserting criminal liability of corporations even though top management officials of corporations have been implicated in the past in their individual capacities for the production of tools that perpetuated the commission of war crimes and have been held criminally accountable as such.

C. STATE RESPONSIBILITY

Having states involved in the accountability paradigm associated with AWS should ideally be one of the most favorable options as this would ensure that the highest authority in a territory has the stimulus to
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97 See generally id. Even if this is an example of US domestic law, it does exemplify the kind of arguments that can be used in other jurisdictions to restrict manufacturer liability. It also goes on to show that instituting civil suits against non-domestic manufacturers may prove to be even more difficult.
keep itself in congruence with the decree of law while employing the highest standards of diligence and care in the acquisition or production and use of AWS. Moreover, there would also be consistent debate over the desirability of AWS application on a case-by-case basis if the cost of potential violations were high enough to invite state responsibility. The introduction of state responsibility in the AWS regulation regime will also ensure tighter controls on all the parties involved in the design, production, and use of AWS as states are likely to install their unique checklists to ensure that their AWS are veritably well-equipped to pass the criteria laid down by international law for a lawful weapon and that their use is also in conformity with law. It is only right that so much be expected of the state in terms of responsibility and that the degree of its liability be higher than that of related individuals who are actually only answering to the weapon requisition requests of their respective states (unless their actions are supported by a personal dolus that is not in consonance with the state’s motivations).

State responsibility for violations attributable to the use of AWS can be pursued in multiple fora—the ICJ, if the victim’s/victims’ state chooses to bring a case against the offending state and if all the jurisdiction-related and other conditions are fulfilled, or domestic courts. However, the possibility of initiating proceedings against another state at the ICJ is full of jurisdiction-related complications which are prone to deadlocks. Further, without its own enforcement mechanism and with the Security Council proving to be a less than dependable enforcement ally, the ICJ remains a possible and plausible avenue to pursue accountability though not an entirely probable one. Similarly with domestic courts, the option of access by individual or groups of victims for bringing offending states to trial remains open though highly limited considering the entrenched inequalities between the parties in terms of power, resources, etc. Victims are also likely to have extensive difficulty in determining the appropriate court that will have jurisdiction over an associated grievance. Whether it is a claim under criminal law or tort law and whether it would involve the piercing of a state’s veil of sovereign immunity are all pertinent questions that

101 Llamzon, supra note 100, at 817.
require answers before an individual or group of victims aggrieved by
the actions of AWS can determine their legal approach. Thus, in a strict
sense, domestic courts would remain available as fora where related
claims could be pursued. However, it is harder to affirmatively confirm if
they would be viable options for victims who mostly would be caught in
the rigmarole of legal technicalities and mounting expenses. It is possible
that states would favor compensating victims under tort action instead of
accepting liability for war crimes, and thus prefer victims going after tort
remedies—under both strict liability and negligence liability—over the
pursuit of criminal accountability. This is another course that is under the
aegis of state responsibility that could preserve accountability.

V. CONCLUSION

Some scholars deem the accountability gap associated with AWS
fictional for a number of reasons. There are those who find the use of the
term ‘fully autonomous’ for such weapons a terminological aberration as
all weapon systems, even those characterized as autonomous, require
human involvement to be put in motion initially. Overall and as has
been evinced in the previous sections of this paper, accountability
remains possible in the context of AWS even though its attribution is
more complicated than it is in the case of illegal consequences that result
from the actions of other kinds of weapons.

AWS are unique in that, even though none are known to have
been used thus far, there is enough known about them already to draw
diverse voices into extensive debates over their desirability from the
deontological, consequentialist, and legal points of view. Further, there
continues to be considerable examination of the possibility of their
statutory compliance. In fact, I believe this is an ideal state of affairs as
we are able to devote significant attention and time to analyzing this new
category of weapons before they come into being. This helps ensure that
we are still speaking in terms of prevention, safeguards, and even
corrections, and not simply apropos damage control and prohibitions.

This paper demonstrates that subsisting laws are enough as is
and can be interpreted innovatively to ensure the possibility of
accountability in the context of AWS, even though attribution is not

102 Jean-Baptise Vilmer, Terminator Ethics: Should We Ban “Killer Robots?”, ETHICS & INT’L
AFFAIRS (Mar. 23, 2015), https://www.ethicsandinternationalaffairs.org/2015/terminator-ethics-
ban-killer-robots/.
going to be easy and will need to be determined on a case-by-case basis. Thus, both the regulation of AWS and the accountability for their illegal use or faulty development and production remain roughly possible. But are these avenues of assigning liability and seeking relief practical? As demonstrated in section IV, they are actually anything but straightforward. Most of the approaches to accountability listed in this paper call for innovative interpretations of laws and more wherewithal from relief seekers than they can usually muster, especially if they are individuals or groups of victims. This defeats the purpose of human rights law and justice for both have to be easily accessible by the most vulnerable. While it is important to note that there is no need to subject the development and use of AWS to a more rigorous legal regime than what is applicable to human combatants or states—because accountability even in the case of AWS is going to ultimately devolve on humans or states—it is important for states to consent to negotiating an additional legal framework that draws on various aspects of law to specifically regulate AWS. The previous sections of this paper demonstrate that more than one type of accountability is conceivable in the existing legal regime applicable to AWS, which may give the impression of an accountability safety net. But any such impression is likely to be a false one because not one of the avenues listed is conveniently employable.

The self-determining will of AWS is not a weapon characteristic that the world has had to confront before, and dialogue on accountability for AWS actions has been negatively influenced by the consternation associated with the nature of these weapons—and not without reason. A couple of years ago, I wrote an opinion piece advocating for the regulation of AWS. My tone in that piece is buoyant as I recommend the engineering of a new legal framework to regulate the use as well as the production, distribution, and accumulation of AWS. However, as I began to learn more about AWS, my stance in relation to the accountability question associated with their design, manufacture, and use did not change as much as the feeling of trepidation I associate with AWS’ advent augmented. There is indeed tremendous potential in technology to make conflicts safer and less gory for all as well as to
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change the nature of weapons used in armed conflicts. However, this potential can only be exploited as long as we can make a commitment to adequately regulating new weapons. As discussed in the early parts of this paper, the ongoing proposals in the current context include enforcing a ban, imposing a moratorium, using existing law to ensure regulation, and introducing new AWS-specific legislation. While commenting on each aspect of AWS that is deemed problematic by critics is beyond the scope of this paper, my review has led me to understand that their autonomy is not precarious from the standpoint of international law. Nevertheless, their materialization may indeed cause an accountability gap, however one that is bridgeable with the innovative application of the laws that we have now or better still with the introduction of new, more refined and pertinent ones.